
May-June  2001 Army AL&T 17

Introduction
The U.S. Army continues to face a

wide array of challenges as it prepares
to win future conflicts and contribute
to peace in this century. However, the
face of the battlefield has changed sig-
nificantly because of the increased
range, precision, and lethality of
weapon systems. Warfare has transi-
tioned from a “platform-centric” bat-
tlespace to an “information-centric”
battlespace. This change mandates
new capabilities in the acquisition
community to establish a robust,
diversified, and agile capability or
process for effective collaborative
research, development, and engineer-
ing for these “system-of-systems.” 

Fortunately, the evolution of sim-
ulation capabilities and technologies
now enables the interactive use of dis-
parate simulations. This development,
coupled with powerful desktop com-
puters and workstations that are net-
worked together, provides a mecha-
nism to address system-of-systems
challenges. Simulation is no longer a
method of “last resort” but an integral
part of the materiel development
process. 

The Army Materiel Command
(AMC) is meeting this challenge by
developing the AMC Research, Devel-

opment and Engineering Center
(RDEC) Federation. This modeling
and simulation (M&S) federation capi-
talizes on previous AMC RDEC work
on separate but related programs.
These programs vertically integrated
M&S capabilities in the AMC RDECs
for their respective functionally
related mission areas such as com-
mand and control (C2). However, the
critical need to transform these indi-
vidual programs into one synergistic
entity that is both vertically and hori-
zontally integrated across functional
domains has served as the impetus
behind the AMC RDEC Federation.

As used in the article title, the
word “SMART” has two definitions. It’s
prudent to develop a smart (intelli-
gent) approach to acquire weapon
systems and platforms, but most
important, SMART represents the real-
ization that this federation directly
supports the Army’s Simulation and
Modeling for Acquisition, Require-
ments and Training (SMART)
initiative. 

SMART is the Army’s implementa-
tion of DOD’s Simulation Based
Acquisition (SBA) initiative, which is
aimed at reinventing the systems
acquisition process through collabora-
tive use of information and simulation

technologies. Army leadership
believes that the acquisition process 
is continuous—from the warfighter
identifying a material deficiency
through system disposal. Thus, M&S
should be applied throughout the
Army’s acquisition, requirements, and
training communities—a systems
approach.

Vision
The vision for the AMC RDEC

Federation is to develop an AMC-wide
distributed M&S environment. This
environment will allow the research,
development, and acquisition com-
munity to have wide access and link-
ages for the integrated use of diverse
models and simulators at each of the
federation partner’s facilities. 

Federation partners include the
Army Communications-Electronics
Command (CECOM), Fort Monmouth,
NJ; the Army Aviation and Missile
Command (AMCOM), Redstone Arse-
nal, AL; the Army Tank-automotive
and Armaments Command (TACOM),
Warren, MI; the Army Simulation,
Training, and Instrumentation Com-
mand; the Army Research Laboratory;
the Army Soldier and Biological
Chemical Command; and the Army
Corps of Engineers’ Engineer Research
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and Development Center. The federa-
tion will provide the capability to
address design issues from both the
individual system and the system-of-
systems perspectives for the optimal
development, integration, and evolu-
tion of information, communications,
mission equipment, and platform
technologies.

To provide a structure to oversee
this development, an integrated
process team (IPT) is being chartered
by AMC Headquarters. An IPT charter,
currently under development, will give
this IPT the authority and resources to
plan, conduct, coordinate, integrate,
and execute all actions necessary for
the establishment of the federation. Of
the many critical tasks this IPT will
conduct, a most critical task is to iden-
tify and develop the required architec-
ture, infrastructure, and concepts of
operations to enable the federation to
support the SMART/SBA process. 

The M&S tools and techniques
used within the federation will depend
on the technical requirements of a
given experiment and the required
product. In some instances, work can
be conducted locally within one simu-

lation complex. However, when high-
fidelity engineering models or hot
benches comprising multiple systems
and subsystems are required to repre-
sent the mission battlespace and test
environment, they will be provided by
the appropriate federation facilities
via networked simulations using high
level architecture (HLA). 

HLA defines major functional ele-
ments, interfaces, and design rules
pertaining to DOD simulation appli-
cations and provides a common
framework in which specific sys-
tem architectures can be defined. 
The RDEC federation will be HLA-
compliant and will allow all stakehold-
ers to collaborate virtually during the
systems acquisition process and share
information and data developed dur-
ing this process.

Development
The implementation of the AMC

RDEC Federation focuses on develop-
ment of two complementary func-
tional components (see figure). The
collaborative biome (CB) component
provides for the static integration of
virtual models while the HLA Distrib-

uted Simulation Network component
provides for the dynamic interopera-
tion of simulations incorporating the
models developed in the CB. When
used together, these two components
facilitate implementation of the
design-collaborate-evaluate 
(D-C-E) materiel systems develop-
ment construct.

The CB component will be the vir-
tual community where a multitude of
models and collaborative environ-
ments can interact to perform SMART
activities. There is currently a high
degree of internal integration (vertical
integration) of model suites within
each AMC RDEC (e.g., Communica-
tions and Electronics RDEC). The
thrust of the CB component is to hori-
zontally integrate these model suites
and collaborative environments across
the RDECs, thus facilitating interactive
collaborative materiel development.
This capability is currently lacking at
AMC. Implementing the CB will allow
the simultaneous interactive design of
platforms, associated sensor suites,
platform armament systems (mis-
siles), and other necessary compo-
nents at the RDECs.

This CB component is being
developed by Illgen Simulation Tech-
nologies Inc., Santa Barbara, CA. This
ongoing effort will provide an initial
capability for three to five models to
be horizontally integrated across sev-
eral RDECs and is expected to be com-
pleted by the time this article is pub-
lished. Future efforts will result in
additional models being integrated
horizontally and vertically within sev-
eral RDECs. Leading-edge technolo-
gies such as Jini, Java, Common Object
Resource Broker Architecture, and
eXtended Markup Language will pro-
vide for integration and interoperation
of virtual prototyping tools. They will
also allow access to data such as
resource repositories among the vari-
ous collaborative environments
already implemented by the AMC
RDECs.

The results of the virtual proto-
types produced in the CB carry over to
the dynamic component of the AMC
RDEC Federation—the HLA Distrib-
uted Simulation Network. This
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dynamic component, using perform-
ance and other operational and envi-
ronmental simulations, will perform
mission-effectiveness evaluations for
the system designed in the CB. 

A critical component for develop-
ing the HLA Distributed Simulation
Network focuses on formulating and
implementing the AMC RDEC Federa-
tion Object Model (FOM) to enable
seamless interoperation of HLA-
compliant models and virtual proto-
types in simulation experiments and
exercises. An FOM defines the essen-
tial classes of objects, object attrib-
utes, and object interactions to enable
implementation of HLA. By iterating
between the CB and the HLA net-
work, a D-C-E construct can be
implemented. 

D-C-E
D-C-E methodology provides the

bridge between the CB and HLA Dis-
tributed Simulation Network. The CB
will allow multiple, interactive itera-
tions where an engineering team opti-
mizes the design and function of a
system. This engineering team can be
dispersed throughout the country at
different RDEC locations (e.g., Red-
stone Arsenal, Fort Monmouth, and
Warren), but by using networked col-
laborative environments made inter-
operable through the CB, they can
interactively design a combat plat-
form. However, to evaluate the mis-
sion effectiveness and contribution of
this system in a system-of-systems
environment, this virtual simulation
developed in the CB must be inserted
into an appropriate dynamic
environment. 

This dynamic environment, the
HLA Distributed Simulation Network,
is composed of appropriate simula-
tions (modular semi-automated
forces, Tactical Internet Model Suite,
etc.) that add the functionality
required for this virtual prototype to
operate and be evaluated in a system-
of-systems environment and interact
with the myriad of other systems and
sensors in its battlespace. The HLA
Distributed Simulation Network
allows these simulations to interoper-
ate during runtime at or near real
time. For example, a combat platform

must interact with other combat sys-
tems in its parent combat formation
(platoon) as well as sensors, artillery,
aviation, C2 systems, and communi-
cations networks, to determine that
system’s contribution to overall mis-
sion effectiveness. 

By operating under a D-C-E con-
struct, a system—and a system-of-
systems—can be iteratively optimized
while taking into account all compo-
nents that affect the functionality and
effectiveness of the system under test
in the HLA Distributed Simulation
Network. 

Once a system has been evaluated
in the dynamic interoperation compo-
nent, an assessment can be made of
platform effectiveness and contribu-
tion, and insights can be made about
how to improve system effectiveness.
These changes can then be made in
the CB component, and the cycle
begins again and is repeated until the
system is optimized for its intended
mission and expected mission
outcome.

Conclusion
The AMC RDEC Federation devel-

opment effort addresses and corrects
a twofold shortcoming in current
engineering-level M&S capability. This
federation, through its CB component,
allows RDEC static engineering design
tools to interoperate between RDECs
during the design and development
process. Additionally, the use of an
HLA-compliant federation to perform
dynamic evaluation of systems devel-
oped in the CB allows implementation
of the D-C-E concept.

As the Army develops more com-
plex systems operating in a system-of-
systems environment, it’s imperative
that the capability represented by the
AMC RDEC Federation be quickly
developed and used. The Future Com-
bat Systems Program is the center-
piece for Army acquisition as the
Army develops an objective-force
capability. Without initiatives such as
the AMC RDEC Federation, it will be
difficult, if not impossible, to design
and evaluate systems in a system-of-
systems context for the future force. 
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